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Overview

I We extend energy-based regression from 2D to 3D object detection.

I This is achieved by integrating a conditional energy-based model (EBM)
p(y|x; θ) = efθ(x,y)/

∫
efθ(x,ỹ)dỹ into the state-of-the-art 3D object detector SA-SSD.

I We design a differentiable pooling operator that, given a 3D bounding box y,
extracts a feature vector from the SA-SSD output. This feature vector is then
processed by fully-connected layers, outputting the scalar energy fθ(x, y) ∈ R.

SA-SSD Pool f(x,y)

y
x

Energy-Based Regression

Train a neural network fθ : X × Y → R to predict a scalar value fθ(x, y) ∈ R, then
model the distribution p(y|x) with the conditional EBM p(y|x; θ):

p(y|x; θ) = efθ(x,y)

Z(x, θ)
, Z(x, θ) =

∫
efθ(x,ỹ)dỹ.

Energy-Based Regression - Prediction

Predict the most likely target under the model given an input x?, i.e.
y? = argmaxy p(y|x?; θ) = argmaxy fθ(x

?, y). In practice, y? = argmaxy fθ(x
?, y) is

approximated by refining an initial estimate ŷ via T steps of gradient ascent,

y← y + λ∇yfθ(x
?, y).

Energy-Based Regression - Training using NCE

The neural network fθ(x, y) is trained by minimizing the loss J(θ) = − 1
N

∑N
i=1 Ji(θ),
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where y
(0)
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i }Mm=1 are M samples drawn from a noise distribution

q(y|yi) that depends on the true target yi, q(y|yi) = 1
K
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k=1N (y; yi, σ

2
k
I).

I Effectively, J(θ) is the softmax cross-entropy loss for a classification problem

with M + 1 classes (which of the M + 1 values {y(m)
i }Mm=0 is the true target yi?).

Differentiable Pooling of 3D Bounding Boxes

I The BEV version yBEV of the 3D bounding box y is pooled with the BEV feature
map produced by SA-SSD, extracting a feature vector.

I The z coordinate cz and height h of the 3D bounding box y are processed by two
small fully-connected layers, extracting a feature vector each.

I Finally, all three feature vectors are concatenated.
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Conclusion

I We applied conditional EBMs p(y|x; θ) to the task of 3D bounding box regression,
thus extending the recent energy-based regression approach from 2D to 3D
object detection. On the KITTI dataset, our approach consistently outperformed
the SA-SSD baseline across all 3DOD metrics, and achieved highly competitive
performance also compared to other state-of-the-art methods.

I By demonstrating the potential of energy-based regression for highly accurate
3DOD, we hope that our work will encourage the research community to
further explore the application of EBMs p(y|x; θ) = efθ(x,y)/

∫
efθ(x,ỹ)dỹ to 3DOD

and other important regression tasks.
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